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Abstract:

Introduction: This study investigates the impact of built environment factors on travel behavior in Mumbai, India,
focusing  on  the  non-linear  effects  on  driving  distances.  The  rapid  urbanization  and  complex  urban  of  Mumbai
constitute present challenges for  sustainable transportation,  necessitating a deeper understanding of  how urban
planning influences travel behavior. While demographic factors have often been highlighted in travel studies, this
research prioritizes the role of built environment factors.

Materials and Methods: The study utilized Gradient Boosting Decision Trees (GBDT) to analyze household travel
survey data from Mumbai, capturing the non-linear relationships between built environment variables and driving
distances. Partial dependence plots were used to visualize these effects, and the relative importance of each variable
was assessed to identify key determinants of travel behavior.

Results: The analysis identified trip time as the most influential factor in determining driving distances, followed by
built environment characteristics, such as proximity to commercial areas and intersection density. Socio-demographic
factors  were  found  to  have  a  comparatively  low  impact.  Non-linear  relationships  were  observed,  such  as  the
stabilization of driving distances beyond certain thresholds of block density and proximity to bus stops.

Discussion: The findings challenge the traditional emphasis on demographic factors in explaining travel behavior,
highlighting the significant role of urban form. The study reveals that specific built environment factors, such as
accessibility and connectivity, play a crucial role in shaping driving behavior in a rapidly urbanizing city like Mumbai.
These results suggest that urban planning strategies should prioritize these factors to reduce car dependency.

Conclusion:  This  study  underscores  the  importance  of  the  built  environment  in  influencing  travel  behavior  in
Mumbai, particularly in reducing driving distances. The insights gained offer valuable guidance for urban planners
and  policymakers  aiming  to  promote  sustainable  mobility  in  rapidly  developing  cities.  Further  research  is
recommended  to  validate  and  expand  upon  these  findings  in  other  urban  contexts.
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1. INTRODUCTION
Rapid urbanization in developing countries has led to

significant changes in the built  environment, influencing
travel  behavior  and  distances  traveled  using  various
modes of transportation. While this relationship has been
extensively  studied  in  contexts  like  North  America,
Europe,  and  China  [1-7],  there  is  a  lack  of  research
focusing  on  rapidly  urbanizing  cities  in  developing
countries like India. This study aims to bridge this gap by
utilizing  household  travel  survey  data  from  the  Mumbai
Metropolitan Region (MMR) to offer new insights into the
interactions between urban form and travel distances for
active travel modes.

Specifically, the key objectives of this research are: (i)
to  quantify  the  relative  influence  of  built  environment
factors versus demographic factors on driving distances in
Mumbai;  (ii)  to  identify  critical  thresholds  and  effective
ranges  for  built  environment  parameters  significantly
impacting  driving  distance.  By  employing  the  advanced
machine learning technique of gradient boosting decision
tree  (GBDT)  and  leveraging  non-linear  modeling
capabilities,  this  study  aims to  capture  the  relationships
between the built environment and travel behavior in the
rapidly urbanizing context of Mumbai. The insights gained
will  contribute  to  a  deeper  understanding  of  these
dynamics  in  developing  countries,  informing  data-driven
urban  planning  and  transportation  policies  to  promote
sustainable  mobility  solutions  tailored  to  unique  local
contexts.

Earlier studies have examined the combined influence
of the built environment and commuting initiatives on the
selection  of  transportation  modes  for  work  [8]  in
Washington, as well as the effects of property accessibility
and the surrounding built environment on the valuation of
residential properties [9] in China. Additionally, research
in  South  India  has  been  conducted  on  the  connection
between  the  design  of  urban  spaces,  environmental
pollution, and public health [10] and on how neighborhood
choices  and  the  built  environment  sway  patterns  of
physical commuting [11]. Further inquiries have explored
residential  self-selection  and  decision-making  processes
within the framework of the built environment, alongside
considerations of travel disposition and patterns [12]. The
variances  in  choices  of  transportation  modes  and  the
sequencing of trips during holiday periods as opposed to
regular  weekdays  have  also  been  a  subject  of  analysis
[13].  While  previous  studies  have  often  relied  on
traditional regression methods to explore the relationship
between the built environment and travel behavior, these
techniques  may  fail  to  capture  the  complex,  non-linear
dynamics that characterize rapidly urbanizing regions like
Mumbai.  This  study  introduces  a  novel  approach  by
utilizing  Gradient  Boosting  Decision  Trees  (GBDT),  a
machine learning technique that excels in modeling non-
linear relationships and interactions among variables. By
applying  GBDT,  we  aim  to  provide  a  more  nuanced
understanding  of  the  built  environment's  influence  on
travel  behavior  in  developing  countries,  contributing  to
more effective urban planning strategies.

Building  upon  these  findings,  our  study  aims  to
quantify the influence of built environment factors on the
active distance traveled relative to demographic factors in
Mumbai.  Moreover,  this  research  analyzes  the  varying
effects  of  urban  infrastructure  on  active  travel  distance
compared to recreational journeys, highlighting the need
for  customized  urban  development  approaches.  The
findings of this study, which is the first to use household
travel survey data from the Mumbai Metropolitan Region
(MMR),  can  guide  data-driven  urban  planning  and
transportation  policies  in  fast-developing  regions  of
developing  countries.

In  this  study,  we  examine  a  comprehensive  set  of
demographic  and  built  environment  factors  that
potentially  influence  driving  distances  in  Mumbai.
Demographic  factors  include  age,  income,  gender,  and
driving  license  status.  Built  environment  factors
encompass  the  “5Ds”  framework:  density  (e.g.,  block
density, intersection density), diversity (e.g., entropy index
for  land  use  mix),  design  (e.g.,  street  connectivity),
destination  accessibility  (e.g.,  distance  to  commercial
areas, CBD), and distance to transit (e.g., proximity to bus
stops  and  railway  stations).  We  also  consider  trip
characteristics, such as trip time and cost. By employing
GBDT, we aim to identify critical thresholds and effective
ranges for these parameters. For instance, we explore how
driving  distances  change  with  varying  levels  of
intersection  density,  land  use  diversity,  or  proximity  to
transit  nodes.  These  thresholds  and  ranges,  such  as  the
optimal  distance  to  commercial  areas  or  the  impact  of
different levels of land use mix, provide actionable insights
for urban planners and policymakers. Our analysis reveals
non-linear relationships between these factors and driving
distances,  highlighting  the  complex  dynamics  at  play  in
Mumbai's urban environment.

The  organization  of  this  document  is  as  follows:
Section 2 reviews prior studies examining the nexus of the
built environment and transportation patterns, focusing on
three pivotal inquiries. Section 3 delineates the approach
for  modeling.  Section  4  presents  an  exhaustive  exami-
nation  of  the  dataset  and  the  variables  in  question.  The
subsequent  segment  addresses  the  inquiries  posited  by
the  research.  Concluding  the  paper,  the  principal
discoveries are encapsulated, and their relevance to urban
development is discussed.

2. LITERATURE REVIEW

2.1. The Built Environment and Travel Behavior: An
Overview

The  built  environment,  encompassing  urban  form
elements  such  as  density,  diversity,  design,  destination
accessibility, and distance to transit (the “5Ds”), has been
widely studied for its influence on travel behavior (Ewing
&  Cervero,  2010).  Urban  form  refers  to  the  physical
characteristics of urban areas, while the built environment
is  a  broader  term  that  includes  both  natural  and
constructed  elements  shaping  human  activity  patterns
[14]. Research has consistently shown that denser, more
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diverse,  and  well-connected  urban  environments  are
associated  with  reduced  automobile  dependence  and
increased  use  of  sustainable  transport  modes  [15-17].
However,  the  magnitude  and  nature  of  this  relationship
remain subjects of debate.

A  study  [18]  found  that  while  individual  built
environment  factors  have  modest  effects  on  travel
behavior,  their  cumulative  impact  is  significant.  In
contrast,  another  [19]  argued  that  urban  form  has  only
marginal  influences  on  commuting  patterns,  cautioning
against overvaluing environmental changes. This sparked
further  debate,  with  other  studies  [3,  20]  critiquing
Stevens'  methodology  and  emphasizing  the  benefits  of
compact  development.  The  relative  influence  of  urban
characteristics versus personal traits on travel patterns is
a key focus of another research [21]. Some studies suggest
that urban layout impacts vehicle miles traveled (VMT) or
vehicle  hours  traveled  (VHT)  more  significantly  than
demographic factors [22, 23]. However, others argue that
demographic characteristics and residential self-selection
play a more crucial role [24, 25].

2.2.  Machine  Learning  Insights  into  Built
Environment and Travel Dynamics

Machine  learning  techniques  have  increasingly  been
applied  to  examine  the  complex,  often  non-linear
relationships  between  the  built  environment  and  travel
behavior.  These  methods  offer  several  advantages  over
traditional regression approaches, including the ability to
capture non-linear relationships, handle high-dimensional
data, and reveal variable importance. Recent applications
of machine learning in this field include a study [26] that
used  random  forests  to  predict  travel  behavior,  finding
that urban factors account for about half of the behavioral
variance.  Another  study  [8]  employed  Gradient  Boosting
Decision Trees (GBDT) to assess urban structures' impact
on driving patterns, explaining up to 65% of the variance.
Another study [7] utilized GBDT to show that urban form
factors  significantly  predict  active  travel,  accounting for
nearly  69%  of  predictive  accuracy.  These  studies
demonstrate the potential of machine learning to provide
deeper  insights  into  the  complex  interplay  between  the
built  environment  and  travel  behavior.  However,  it  is
important  to  note  that  while  machine  learning  offers
powerful  analytical  capabilities,  it  should  be  used  in
conjunction  with  domain  knowledge  and  careful
interpretation  to  ensure  meaningful  results.

2.3.  Recent  Findings  and  Research  Gap  on  Built
Environment and Travel Bahaviour

Recent studies have provided nuanced insights into the
relationship  between  the  built  environment  and  travel
behavior across various contexts. In developed countries,
findings show that the built environment modestly affects
commuting  distance  but  significantly  impacts  mode
choice,  such  as  in  France  and  Australia  [27,  28].  In
developing countries, research reveals complex, non-linear
relationships  between  urban  form  and  travel  behavior,
with high-density areas reducing car dependency but road

density exhibiting non-linear effects on car use, as seen in
China  [29].  Similarly,  in  Ghana,  a  polycentric  urban
structure  influences  commuting  patterns,  with  socio-
economic  factors  playing  a  significant  role  [30].  Despite
extensive  research,  significant  gaps  remain.  Socio-
economic  factors,  such  as  age,  gender,  education,  and
income,  delineate  distinct  travel  behavior  patterns.
Higher-income  groups  experience  more  pronounced
effects  of  urban  infrastructure  on  walking  behavior.

Additionally,  urban  infrastructure’s  impact  varies
between  work-related  and  non-work-related  trips,  with
land use variety promoting non-work-related active travel
[31-33].  These  gaps  are  particularly  evident  in  rapidly
urbanizing regions like India, where traditional regression
methods  may  not  capture  complex  relationships.
Therefore,  the  use  of  advanced  machine  learning  tech-
niques, such as Gradient Boosting Decision Trees (GBDT),
offers deeper insights, challenging the legitimacy of linear
models.

2.4. Key Research Questions and Objectives
1. What is the relative influence of built environment

factors versus demographic variables on travel behavior in
rapidly urbanizing regions?

2. What are the critical thresholds and effective ranges
for built environment parameters that significantly impact
travel patterns?

By  addressing  these  questions,  the  study  aims  to
quantify  the  relative  influence  of  the  built  environment
versus  demographic  factors  on  travel  distances  and  to
identify specific urban parameters with significant impacts
on  driving  behavior  in  Mumbai.  This  knowledge  can
inform urban planning and transportation policies tailored
to  developing  countries,  promoting  sustainable  mobility
solutions.

3. METHOD
The study introduces gradient-boosting decision trees

(GBDT),  a  model  that  predicts  outcomes by optimizing a
loss function and integrating principles from statistics and
machine  learning  [34].  Unlike  traditional  regression
models, GBDT handles various independent variable types
with minimal preprocessing, manages missing values, and
is  resilient  against  outliers.  It  naturally  captures  non-
linear dynamics and interactions between variables [35].
GBDT excels in identifying variations in traveled distance,
enhancing  predictive  precision  through  boosting.  It
outperforms conventional methods, including regression,
ARIMA,  RF,  NN,  and  SVM  models  [36-38].  Despite  its
strengths,  GBDT  does  not  consider  the  causal  sequence
among  independent  variables.  For  instance,  it  does  not
assess  the  statistical  significance  of  the  influence  of  a
neighborhood's proximity to the city center on population
density.  However,  GBDT  provides  valuable  insights  into
these  relationships,  outperforming  conventional  linear
analyses. The next section will detail the GBDT algorithm
mathematically.
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3.1. Gradient Boosting Decision Trees
This study employs Gradient Boosting Decision Trees

(GBDT)  due  to  their  capability  to  capture  complex,  non-
linear  relationships  between  the  built  environment  and
travel  behavior.  Unlike  traditional  regression  models,
GBDT can handle high-dimensional data and interactions
among  variables,  offering  a  more  accurate  and  detailed
analysis.  This  methodological  approach  represents  a
significant advancement in urban studies, particularly in
rapidly  urbanizing  cities  like  Mumbai,  where  traditional
models may oversimplify the relationships between urban
form and travel patterns. This machine learning technique
[34, 39] has been increasingly adopted in studies related
to  the  built  environment  and travel  behavior  [40,  41].  It
combines decision trees with gradient boosting. A decision
tree employs a hierarchical structure to segment a sample
into multiple subsamples based on specific criteria, using
the mean of the dependent variable within each subsample
for prediction. However, a single decision tree often yields
poor predictions. In contrast, gradient boosting enhances
the model by iteratively combining the outcomes of simple
decision trees into a more robust model.

The notation, first brought to light in a previous study
[34]  and  subsequently  adapted  into  an  R  package  by
(Ridgeway, 2024), utilizes Xi, Yi to signify the ith sample in
the sample space S, which encompasses N samples. In this
scenario, Xi is the array of independent variables, and \Yi is
the  dependent  variable.  Additionally,  X  is  the  matrix  of
independent variables spanning all samples.

Before  model  estimation,  the  GBDT  framework
requires the definition of three parameters: tree depth (K),
learning  rate  (λ),  and  the  number  of  iterations  (T).  The
process  commences  by  initializing  a  constant   =
argmin  where Ψ denotes the loss function
and ρ signifies the ideal parameter. The procedure will be
repeated  for  T  iterations.  During  the  ith  iteration,  the
initial  step  involves  employing  Eq.  (1)  to  ascertain  the
negative gradient zi for the ith data point.

(1)

Step  2  entails  constructing  a  decision  tree  with  K
terminal nodes using a subset of the data. Earlier research
[39] highlighted the advantages of  constructing decision
trees  using  a  subset  randomly  chosen  from  the  full
dataset,  which  demonstrated  improved  results.  The
recommendation was that this subset should include half
the number of observations in the dataset, represented as
0.5 × N observations (Eq. 2).

(2)

SK represents the set of observations classified into the

kth terminal node of the decision tree fitted in Step 2. Step
4 involves updating  utilizing Eq. (3):

(3)

Eq. (3) designates K(X) as the marker of the end node
in  the  decision  tree  where  the  data  points  reside.  In
numerous facets, Gradient Boosted Decision Trees (GBDT)
outperform  traditional  statistical  models  like  linear
regression  and  generalized  linear  models.

Firstly,  GBDT  excels  in  capturing  intricate  and  non-
linear  associations  among  variables  efficiently  without
relying  on  predefined  relationships.  Unlike  traditional
models constrained by linearity assumptions, which often
necessitate transformations to accommodate nonlinearity,
the flexibility of GBDT enables it to adapt to any form of
nonlinearity seamlessly [42].

Secondly,  GBDT demonstrates  adeptness  in  handling
missing  data  and  outliers  in  predictors.  Unlike  conven-
tional methods that may remove observations with missing
values  and  risking  biased  parameter  estimates,  decision
trees  address  this  issue  by  aggregating  instances  with
missing  data  into  one  subset  during  splitting  [43].
Moreover,  decision  trees  base  their  splits  solely  on
variable rankings, diminishing the impact of outliers and
preserving a larger sample for model training [43]. Third,
Gradient  Boosting  Decision  Trees  (GBDT),  as  a  method
grounded  in  tree-based  algorithms,  excel  in  forecasting
outcomes with greater precision by effectively discerning
complex  non-linear  patterns  (Grinsztajn  et  al.,  2022).
Studies  examining  the  link  between  constructed
surroundings  and  travel  patterns  uniformly  recommend
tree-based  approaches  as  superior  to  alternative
methodologies  [7,  44,  45].  Despite  the  numerous
advantages  of  the  GBDT  method,  it  is  not  devoid  of
limitations.  Initially,  it  lacks  the  provision  of  p-values
necessary  for  statistical  inference.  Instead,  this  study
depends  on  evaluating  the  practical  significance  of
independent  variables  through  scales  of  relative
importance and influence. Secondly, GBDT is susceptible
to  overfitting,  a  challenge  we  tackled  by  implementing
cross-validation during model estimation.

The  computational  estimations  were  performed
utilizing the “gbm” package in R, as per [46]. The model's
construction  involved  the  specification  of  three  crucial
parameters: the depth of the tree, the learning rate, and
the total number of trees. The tree's depth, denoted by a
positive  whole  number,  reflects  the  intricacy  of  the
decision  tree's  configuration.  Although  deeper  trees
augment  data  fitting,  they  simultaneously  elevate  the
potential  for  overfitting.  The  learning  rate,  which  varies
between  0  and  1,  dictates  the  fraction  of  decision  tree
estimates  that  are  integrated  into  the  final  model.  A
reduced learning rate enhances performance but demands
additional computational resources. The quantity of trees
specifies  the  count  of  decision  trees  incorporated  in  the
final  model.  While  a  higher  number  of  trees  boost  data
fitting, they also intensify the overfitting risk in alignment
with the research methodologies established by a previous
study [41, 47].

GBDT  techniques  offer  an  interpretable  structure  by

𝑓 (𝑋)
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quantifying  the  significance  of  each  predictor  and
delineating  the  associations  between  dependent  and
independent  variables.  Within  the  scope  of  the  “gbm”
package,  the  relative  importance  metric  quantifies  the
influence of an independent variable on the prediction of
the dependent variable. This metric signifies the fraction
of variance reduction attributed to a specific independent
variable  in  comparison  to  the  total  variance  reduction
achieved by all  predictors.  Being a  normalized measure,
relative  importance  aids  in  comparing  the  effects  of
different  built  environment  factors  on  diverse  travel
behaviors.  The  following  flowchart,  as  shown in  (Fig.  1)
illustrates the key steps involved in the Gradient Boosting
Decision Trees (GBDT) model employed in this study:

Fig.  (1).  Flowchart  of  the  gradient  boosting  decision  trees
(GBDT)  process.

3.2. Relative Importance of Influential Factors
Gradient-boosting decision trees (GBDT) theoretically

handle  various  independent  variables,  identifying  their
interactions  and  delineating  complex  nonlinear  relation-

ships  [35].  It  is  beneficial  to  determine  the  relative
significance or influence of each independent variable on
the  predicted  outcome.  However,  the  goals  of  precision
and clarity in predictive modeling are not always aligned
[48].  Unlike  other  machine  learning  algorithms,  such  as
RF,  NN,  and  SVM,  GBDT  has  the  distinct  capability  to
discern and prioritize the effects of independent variables
on the forecasted response.

In  this  study,  the  predictor  xk  refers  to  one  of  the
independent  variables  within  the  GBDT  model,  which  is
used to split the data into different nodes in the decision
trees. The contribution of each predictor, including xk, is
incorporated  into  the  model  through  the  updates  in  Eq.
(3), where the term ρk(X) represents the influence of the
predictor  on  the  terminal  node  of  the  tree.  The  relative
importance of () is then quantified using Eq. (4), where the
reduction in squared error due to xk at each internal node
is summed across all trees in the ensemble. This provides
a  measure  of  how  influential  xk  is  in  predicting  the
outcome,  as  further  detailed  in  Eq.  (5).

For  a  given  decision  tree  (T),  earlier  research  [49]
proposed  the  subsequent  metric  as  a  gauge  for  the
relative importance of the predictor xK in the prediction of
the response, as shown in Eq. (4):

(4)

The summation includes the internal nodes t of the J-
terminal  node  tree  T,  where  xk  denotes  the  splitting
variable linked to node t, and  represents the empirical
reduction in squared error when predictor xκ is utilized as
the  splitting  variable  at  the  internal  node  t.  For  an
ensemble  of  decision  trees   obtained  via  the
gradient  boosting  method,  Eq.  (4)  can  be  extended  by
taking the average across all the additive trees, as shown
in Eq. (5):

(5)

4. DATA AND VARIABLES
Mumbai  Metropolitan  Region  (MMR)  in  India  was

selected  for  this  investigation  as  a  study  area  (Fig.  2)
known  for  its  vibrant  economy  and  complex  socio-
economic fabric. It contains Thane, Mumbai City, Raigad,
and  Mumbai  Suburban.  As  per  the  data  from  the  2011
Census,  the  Mumbai  Metropolitan  Region  (MMR)  had  a
populace of 21.3 million, and it is anticipated to escalate to
approximately  34  million  by  the  year  2031.  The MMR is
home  to  one-third  of  the  inhabitants  of  the  entire  area.
Given  its  population  density  of  about  20,500  people  per
square  kilometer,  MMR  encounters  a  range  of  urban
difficulties  while  also  presenting  prospects  for  develop-
ment and advancement.
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Fig. (2). Illustrates the geographical arrangement of the (MMR) and the distribution of the sample [51].

This investigation incorporates a trio of data categories:
travel  behavior  data,  which  delineates  the  mode  of
transport selected by participants; socio- demographic data,
detailing  their  socioeconomic  and  demographic  profiles;
and built environment (BE) data, reflecting Mumbai's land
use diversity and transit systems. The commuting behavior
with  sociodemographic  infor-  mation  was  derived  from  a
previous study [50].

The  data  utilized  in  this  study  originate  from  a
household travel survey conducted by previous researchers
[51].  This  survey  collected  information  on  demographics,
household  characteristics,  and  travel  behaviors  from  126
households for 15 days, focusing primarily on weekdays to
capture routine trip frequencies and activities. The survey
was  administered  using  a  stratified  random  sampling
method to ensure representative sampling across different
socioeconomic strata of Mumbai. Households were selected
based  on  geographic  location  to  cover  diverse  areas  with
varying  built  environment  characteristics.  The  mode  of
delivery was a self-administered paper survey, distributed

and  collected  by  trained  field  staff  who  assisted  res-
pondents  when  necessary.  The  survey  included  detailed
instructions  and  was  designed  to  be  user-friendly  to
minimize response errors. Follow-up visits were conducted
to  ensure  high  response  rates  and  data  accuracy.  The
dataset  included  data  from  347  individuals  within  these
households, documenting 21054 trips, with 5891 trips done
using different (private cars (as a driver or passenger) and
taxi) modes. These trips were categorized into home-based
and non-home-based, with particular emphasis on the latter
to assess the impact of urban design elements.

It is important to address the representativeness of our
sample in relation to Mumbai's large population. While our
sample  of  126  households  (347  individuals)  may  seem
small  compared  to  Mumbai's  21.3  million  residents,
several  factors  support  its  significance  and  validity.
Firstly,  the depth of  data collected –  21,054 trips over a
15-day  period  –  provides  rich,  longitudinal  information
that captures day-to-day variations in travel behavior. The
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Fig. (3). Depicts the relative usage frequencies of different transportation methods throughout the survey [52].

Fig. (4). Depicts the comparative frequencies of different transport modes used throughout the research period [52].

use of stratified random sampling ensures representation
across  different  socioeconomic  strata  and  geographic
areas. Moreover, our sample size aligns with other studies
in the field of travel behavior, particularly those focusing

on specific travel modes or demographic groups [51-54].
The  focused  nature  of  our  study,  examining  5,891  trips
made by private car and taxi, allows for detailed analysis
of particular travel behaviors. While a larger sample would
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potentially increase precision, our current sample size is
sufficient to detect meaningful effects, especially given our
use of advanced methods like Gradient Boosting Decision
Trees.  Lastly,  the resource-intensive nature of  collecting
high-quality  travel  data  necessitates  a  balance  between
depth  of  information  and  feasibility,  which  our  15-day
survey  period  achieves.

In  this  research,  the  dependent  variable  is  a  binary
dummy variable (0, 1), where '1' signifies the completion
of  a  trip  using  different  (a  private  car  (as  a  driver  or
passenger)  and  taxi)  modes,  while  '0'  encompasses  all

other  modes.  The independent  variables  are  categorized
into  three  clusters:  trip  characteristics  (e.g.,  distance,
duration,  and  cost),  socio-demographic  characteristics
(e.g.,  gender,  vehicle  ownership,  age,  occupation,  and
education), and built environment attributes (e.g., number
of  bus  stops,  land  use  mix,  intersection  density,  and
proximity to the city center and railway stations). Figs. (3
and 4)  present  a  breakdown of  the mode share for  each
day  of  the  week,  providing  insights  into  the  travel
patterns. Furthermore, Fig. (5) illustrates the proportion
of daily trips specifically for work purposes compared to
other types of trips.

Fig. (5). The distribution of trip types (work, maintenance, and leisure) across different days of the week (day 1 through day 7) [52].

Fig. (6). Mode share of working and nonworking trips [52].
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Fig.  (6)  presents  the  mode  share  for  working  and
nonworking  trips.  We  can  observe  distinct  patterns  in
transportation preferences.  For working trips,  there is  a
significant  reliance  on  public  transport,  which  accounts
for 41.21% of the mode share, while private cars (18.73%)
and  active  travel  (13.25%)  are  less  utilized.  In  contrast,
the  mode  share  for  nonworking  trips  is  more  evenly
distributed among the three modes of transportation, with
active  travel  (33.14%)  and  private  car  usage  (30.21%)
notably  higher  than  in  the  working  trips  scenario,  while
public  transport  (34.29%)  remains  important  but  less
dominant.

Table  1  provides  an  overview  of  the  socio-economic
characteristics of the surveyed individuals in the Mumbai
Metropolitan Region. The survey findings reveal that out
of 346 respondents, 31.49% owned one car, 2.36% owned
two  cars,  and  the  majority  (65.35%)  did  not  own  any
vehicle.  In  terms  of  gender  distribution,  46.1%  of  the
respondents  were  female,  while  53.9%  were  male.  The

predominant level of education achieved was a graduate
degree,  representing  28.2%  of  participants.  In  terms  of
occupation,  students  constituted  the  largest  segment  at
25.93%, followed by managers at 8.3%. The distribution of
income  showed  a  tendency  towards  the  upper  echelons,
with  17.64%  of  individuals  receiving  a  monthly  income
ranging  from  10,000  to  20,000  and  17.46%  having  a
monthly  income  exceeding  100,000.

In  this  study,  we  systematically  gathered  a
comprehensive  range  of  potential  factors  for  each  data
point,  as  delineated in  Table  2.  This  compilation encom-
passes  socio-economic  variables  that  encompass  both
personal and household characteristics. Our study aims to
integrate socio-economic and built environment variables
to  evaluate  their  influence  on  the  prevalence  of  active
travel. Through an extensive methodological approach, we
delve into the diverse elements that may inform a person's
choice  of  transport,  thereby  clarifying  the  relationship
between the examined variables and the propensity to opt
for active travel methods, such as walking or cycling.

Table 1. Presents the socio-economic classifications of the examined group, comprising 346 participants [52].

Variable Description

Car Ownership
One car (31.49%)
Two cars (2.36%)

No vehicle (65.35%)

Gender
Male (53.89%)
Female (46.1%)

Age

<= 18 (20.10%)
19 – 30 (20.46%)
31 – 40 (25.07%)
41 – 50 (20.1%)
51 – 60 (9.79%)
>= 61 (4.3%)

Education Level
Low (Illiterate, Primary 5th pass, Higher Secondary 12th pass) 59.1%

Middle (Graduation 28.2%)
High (post-graduation and above 17.5%)

Monthly Income
< 30000 (33.45%)

30001- 100000 (35.65%)
>100000 (17.46%)

No. Driving License
No (28.5%)

Yes (71.35%)

Bicycle ownership
Yes (21.42%)
No (78.57%)

Table 2. Describes the dependent and predictor variables [52].

Variable Mean Std. Deviation

Gender 1.461 0.499
Driving license status 0.853 1.253

Car Own 0.360 0.532
TW Own 0.542 0.650

Bicycle Own 0.017 0.131
Education Level 1.755 0.734

Income 1.816 0.714
Job 4.061 2.145
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Variable Mean Std. Deviation

Age Category 2.919 1.412
Driving Trip Time (min) 11.590 33.53
Driving Trip Cost (INR) 5.84 20.41
Public Trip Time (min) 13.97 26.069
Public Trip Cost (INR) 1.8242 7.87
Active Trip Time (min) 26.089 38.583
Active Trip Cost (INR) 7.666 21.389

Built Environment Variables
Block Density (building/km2) 307.487 200.618

Bus Stop Count 36.401 25.360
Entropy Index 0.595 0.591

Intersection Density 263.325 83.387
Distance to nearest Commercial Area (m) 471.578 235.859

Distance to CBD (m) 18579.950 8133.60
Distance to the railway station (m) 3463.289 3585.943
Distance to nearest Bus Stop (m) 641.692 2300.443

Dependent Variables
Driving Trip Distance (m) 5.62 17.25
Public Trip Distance (m) 6.834 13.55
Active Trip Distance (m) 12.609 20.079

4.1. Built Structure Variables
The  urban  landscape,  or  built  environment,

encompasses  human-made  structures  like  land  use,
transportation networks,  and urban design features  that
influence  a  multitude  of  activities  and  travel  decisions.
This complexity is often distilled into the “5Ds” framework
—density, diversity, design, destination accessibility, and
distance  to  transit,  which  are  pivotal  in  shaping  travel
behavior [18, 55]. This research delves into six principal
indicators:  density,  design,  diversity,  destination
accessibility,  transit  access,  and  demand  management
strategies,  while  excluding  certain  travel  demand
measures  like  parking  management  and  congestion
pricing.  The  neighborhood-level  built  environment  is
evaluated using QGIS software and OpenStreetMap data,

focusing on eight variables that significantly impact travel
mode choice [56].

Diversity in urban layouts is assessed through land use
diversity  and  balance  indices.  Instead  of  the  traditional
job-to-household  ratio,  modern  methods  use  the  entropy
index  to  measure  land  use  heterogeneity  and  the
dissimilarity  index  for  evenness,  as  well  as  evaluate  the
balance between retail and residential spaces or the ratio
of job opportunities to retail facilities [57]. Urban design
has  evolved  to  emphasize  various  metrics,  such  as  the
inclusion  of  bicycle  lanes  for  eco-friendly  transport
systems,  and  other  measures  like  street-to-block  ratios,
intersection density, sidewalk width, and parking layouts,
which  are  key  to  understanding  urban  density,
connectivity,  accessibility,  expansion,  and  pedestrian
dynamics  [58,  59].

Table 3. Presents the attributes of the “5D” selected built environment [52].

Variable Description Mean Std. Deviation

Block Density (buildings/km2) The variable represents the amount of buildings per area (building/km2) inside the 1000 m
buffer zone. 307.49 200.618

Bus Stop Counts The variable denotes the count of bus stops inside the 1000 m buffer zone. 36.40 25.360

Entropy Index
The variable signifies the range of urban activities. We categorized urban activities into

nine primary types: recreational and amusement, lodging, healthcare, governmental
administration, transportation, educational pursuits, commercial ventures, financial

operations, and dining establishments.
0.60 0.591

Intersection Density / km2 The density of street intersections within a community (unit: 1 km2). 263.33 83.387
Distance to nearest Commercial

Area (m)
The variable donates to the shortest distance to the nearest commercial area from the

respondence home. 471.58 235.859

Distance to CBD (m) The variable donates to the shortest distance to the CBD from the respondence home. 18579.95 8133.608
Distance to the railway station

(m)
The variable donates to the shortest distance to nearest the railway station from the

respondence home. 3463.29 3585.943

Distance to nearest Bus Stop (m) variable donates to the shortest distance to the nearest to the bus stop from the
respondence home. 641.69 2300.443

(Table 2) contd.....
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Fig. (7). Geographical distribution of the bus stop density, Intersection density, street density, and Land use mix around households
within a 1000 m buffer zone [52].
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Metrics assessing urban accessibility include proximity
to the Central Business District (CBD), indicative of urban
centrality  and  vibrancy,  and  the  evaluation  of  access  to
employment  centers  by  car  and  public  transit  effective-
ness, which are essential for understanding urban travel
patterns and promoting sustainable commuting [60]. The
evaluation of urban transit  accessibility includes metrics
like the network distance to transit stops and the walking
time  to  them,  which  are  important  for  discussions  on
pedestrian  access  and  urban  walkability.  The  spatial
density of transit stops and routes provides insights into
service extent and coverage [57]. Demand management in
transport  policy  seeks  to  regulate  private  car  use  by
increasing  costs  and  enhancing  public  transport
attractiveness  with  park-and-ride  facilities  and  infra-
structure  for  pedestrians  and  cyclists.  Assessing  how
transit-centric neighborhood designs affect transportation
choices  is  crucial  [61].  The  built  environment  variables
under  study  are  outlined  in  Table  3.  Fig.  (7)  represents
the special distribution of built environment indicators in
the study area.

5. RESULTS AND DISCUSSION
Ensuring transparency and reproducibility in machine

learning  models  is  crucial  for  advancing  scientific
research.  To  this  end,  we  report  the  specific  hyper-
parameter values used for training the Gradient Boosting
Decision  Trees  (GBDT)  models  on  the  driving,  public
transport,  and  active  travel  datasets  (Table  4).  The
variations in hyperparameters, such as the maximum tree
depth,  learning  rate,  and  number  of  boosting  rounds,
reflect the careful tuning process undertaken to optimize
performance  for  each  travel  mode's  unique  character-
istics.  The  tree  depth  (K)  was  set  to  6  based  on  the
complexity  of  the  relationships  between  the  built
environment factors and travel behavior. This depth was
selected  after  conducting  cross-validation  experiments,
where increasing tree depth beyond 6 showed diminishing
returns  in  model  accuracy  and  increased  risk  of
overfitting. A tree depth of 6 allows the model to capture
non-linear  relationships  effectively  without  becoming
overly complex. The learning rate (λ), set to 0.1, provided
a  good  balance  between  model  convergence  speed  and
accuracy. A lower learning rate would have required more
iterations  to  reach  optimal  performance,  increasing
computational  costs,  while  a  higher  rate  could  lead  to
suboptimal  convergence.  Cross-validation  was  used  to
ensure  this  learning  rate  efficiently  minimized  the  loss
function.

The  number  of  iterations  (T),  set  to  100,  was
determined  through  early  stopping  criteria  during  the
cross-validation  process.  By  monitoring  the  model’s
performance  on  a  validation  set,  we  ensured  that  the
model  was  trained  with  sufficient  boosting  rounds  to
achieve  high  accuracy  while  avoiding  overfitting.  This
number of iterations allowed the model to converge to an
optimal  solution  without  excessive  computational  costs.
For instance, the deeper trees (max depth = 6) employed
for  the  model  suggest  that  more  complex  decision

boundaries  were  required  to  capture  the  non-linear
relationships  effectively.  Consistent  techniques  like
column  and  row  subsampling  were  applied  across  all
models to improve generalization. Providing these hyper-
parameter values not only enables reproducibility but also
offers  insights  into  the  models'  behavior,  facilitating
interpretation  and  benchmarking  for  future  studies  in
travel  behavior  modeling  using  machine  learning
techniques.
Table  4.  GBDT  Hyperparameter  Values  for  driving
distance model [52].

Hyperparameters Driving

N rounds 100
Max depth 6

Eta 0.1
Gamma 0

Col sample by tree 1
Min child weight 1

subsample 0.5

5.1. Relative Importance of Independent Variable
One  common  approach  for  interpreting  machine

learning models involves assessing relative importance. In
Gradient Boosting Decision Trees (GBDT), this is achieved
by  iteratively  selecting  independent  variables  to  build
individual decision trees, with the frequency of selection
indicating  relative  importance  [34,  62].  The  resulting
relative importance is shown in Table 5, where values are
scaled so that the sum across all  variables equals 100%.
Higher  relative  importance  values  suggest  greater
contributions  to  successful  predictions  [37].

The findings from this study offer valuable insights into
the intricate relationships between the built environment
and  travel  behavior  in  the  rapidly  urbanizing  context  of
Mumbai,  India.  By  employing  the  advanced  machine
learning  technique  of  Gradient  Boosting  Decision  Trees
(GBDT), we were able to capture the non-linear dynamics
governing  the  distances  traveled  by  driving.  Our  results
align  with  previous  research  highlighting  the  significant
influence of urban form on travel patterns [15-17, 63, 64].
Echoing  the  findings  of  [18],  we  observed  that  various
elements of the built environment, collectively termed the
“5Ds” (density, diversity, design, destination accessibility,
and distance to transit),  exerted a substantial  impact  on
travel behavior. The results revealed striking patterns in
terms  of  the  relative  importance  of  different  factors
influencing  travel  distances.  For  driving,  trip  time
emerged as the overwhelming determinant, with a relative
importance value of 90.49%. This finding underscores the
universal  desire  to  minimize  commuting  time,  a
phenomenon consistent with the principle of stable travel
time budgets  [65].  The overwhelming importance of  trip
time aligns with previous studies that have identified it as
a critical determinant of travel choices [23, 66].

For driving distances, after trip time, the distance to
the nearest commercial area (1.15%) and the distance to
the central business district (CBD) (1.02%) emerged as
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Table 5. Relative importance of variables [52].

Variables
Driving Model

Relative importance % Rank

Trip characteristic
Trip Cost 2.11 2
Trip Time 90.49 1

Socio-demographics
Age 0.80 6

Income 0.080 15
Gender 0.175 14

Driving license status 0.2731 12
Job 0.248 13

TW Own 0.0099 17
Car Own 0.008 18

Bicycle Own 0 19
Education 0.063 16

Built environment
Distance to nearest Bus Stop 0.458 11

Entropy Index 0.58 8
Bus Stop Count 0.48 9

Distance to nearest Commercial Area 1.151 3
Block Density 0.473 10

Intersection Density 0.923 5
Distance to CBD 1.0181 4

Distance to Railway station 0.638 7

significant built environment factors, echoing the findings
of  a  previous  study  [67-69],  which  highlighted  the
importance  of  proximity  to  employment  centers  and
amenities.  Additionally,  intersection  density  (0.92%),  a
measure of street connectivity and urban design, played a
crucial  role,  corroborating  previous  findings  [6].
Interestingly,  our  analysis  revealed  that  socio-
demographic  factors  played  a  relatively  minor  role  in
influencing travel behavior for driving, with age, income,
gender,  and  driving  license  status  showing  low  relative
importance  values.  This  divergence  from  some  previous
studies that emphasized the significance of demographic
factors  [25,  66]  may  be  attributed  to  the  unique  urban
context  of  Mumbai,  as  well  as  the  robust  analytical
approach  employed,  which  effectively  isolated  the
influence  of  built  environment  characteristics.

These  findings  contribute  to  the  ongoing  debate
regarding  the  relative  influence  of  urban  form  and
demographic  factors  on  travel  patterns.  While  some
scholars argue that demographic factors outweigh urban
form in explanatory capacity [25], our results align more
closely  with  the  perspectives  of  a  previous  study  [23],
suggesting  that  urban  planning  elements  exert  a  more
substantial  effect  on  travel  behavior  than  individual
demographic characteristics.  It  is  important to note that
the  interpretations  presented  here  are  specific  to  the
context  of  Mumbai,  a  rapidly  urbanizing  city  in  a
developing country. The unique urban dynamics and socio-
cultural factors at play in this context may influence the
observed relationships between the built environment and
travel  behavior.  Nonetheless,  our  findings  contribute  to

the growing body of literature on this topic, particularly in
the  context  of  developing  nations,  where  such  research
has  been  relatively  limited.  In  conclusion,  this  study
underscores  the  critical  role  of  the  built  environment  in
shaping  travel  behavior  in  Mumbai,  with  trip  time
emerging as the most influential factor for driving based
on  its  high  relative  importance  value.  The  analysis
highlights the importance of  various urban form factors,
such  as  accessibility  to  commercial  areas  and  the  CBD,
and intersection density, as demonstrated by their notable
relative  importance  scores.  These  findings  can  inform
data-driven  urban  planning  and  transportation  policies,
particularly  in  rapidly  developing  regions  of  developing
countries like India.

5.2.  Non-linear  Effects  of  Key  Built  Environments
Variables

One  of  the  key  advantages  of  GBDT  is  its  ability  to
model  non-linear  relationships  between  independent
variables. Unlike traditional linear regression, which limits
sensitivity  analysis  to  individual  variables  and  ignores
their  interactions,  GBDT  allows  for  a  more  thorough
examination of the impact on driving distance. To explore
the  influence  of  built  environment  factors  on  driving
behavior,  we  employ  partial  dependence  plots,  which
visually  illustrate  the  relationship  between  driving
distance and various built environment attributes. These
plots  depict  the  marginal  effect  of  a  variable  on  the
response variable, taking into account the average effects
of  all  other  variables  in  the  model  [70-72].  GBDT,  not
constrained  by  linearity,  facilitates  partial  dependence
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plots  to  empirically  estimate  the  influence  of  an
independent variable on driving distance. This approach is
essential  for  understanding  how  alterations  in  a  single
built  environment  factor  impact  driving  distance  while

considering  all  other  variables.  Fig.  (8)  presents  and
compares the relationship between the built environment
and the distance travelled using the three modes.

Fig. 8 contd.....
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Fig. (8). The nonlinear correlations between the built environment and driving travel distance [52].

The  plots  reveal  non-linear  relationships  between
various built environment variables and driving distance in
Mumbai,  India.  These  non-linear  patterns  suggest  the
complex nature of the relationships between urban form,
transportation infrastructure, and driving behavior. While
our partial dependence plots examine each built environ-
ment  factor  separately,  the  varying  effects  observed
across different ranges of each factor indicate that their
influences  on  driving  distance  are  not  straightforward.
This complexity suggests that these factors likely interact
in  ways  that  affect  driving behavior,  though our  current
analysis does not directly measure these interactions [7,
73].

For  block  density,  moderate  increases  sharply  raise
driving distances due to higher intersection frequency and
congestion, supporting previous findings [55]. Beyond 300
blocks  per  km2,  driving  distance  plateau  is  around  600
blocks  per  km2,  possibly  due  to  a  shift  to  alternative
transport  modes  or  mixed  land  use  [74].  Regarding  the
distance to the nearest bus stop, driving drops sharply as
the  distance  increases  up to  500 meters,  indicating  that

proximity  to  bus  stops  discourages  car  use  due  to  the
convenience  of  public  transit.  Beyond  500  meters,  this
effect  levels  off,  suggesting  other  factors  like  personal
preferences influence driving behavior. For the distance to
the  nearest  commercial  area,  driving  peaks  around  75
meters, indicating a transition zone where destinations are
close  but  still  require  transport.  Within  150  meters,
driving drops sharply as people prefer other modes due to
proximity. Beyond 150 meters, driving rises again, peaking
at 225 meters, before gradually declining further out.

Examining the distance to the nearest railway station,
driving peaks sharply at around 5,000 meters, indicating
high  reliance  on  private  vehicles  in  areas  with  limited
access to railway stations. As the distance decreases from
this  peak,  driving  propensity  drops  notably  until  around
10,000  meters.  Trip  cost  shows  that  the  propensity  for
driving  peaks  at  low  costs,  indicating  affordability's
significant  influence.  As  driving  costs  increase,  this
propensity  drops  sharply,  suggesting  sensitivity  to  cost
increases and a shift towards alternative modes. For trip
duration, there is a strong, positive relationship between
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driving  time  and  driving  distance.  As  driving  time
increases from 0 to around 90 minutes,  driving distance
rises  steadily  and  sharply.  Beyond  90  minutes,  driving
distances  stabilize,  aligning  with  the  notion  of  a  travel
time budget [65].

Intersection density shows that at lower densities (up
to  around  200  intersections  per  km2),  driving  declines
steeply. As density increases beyond 200 intersections per
km2,  driving  rises  sharply,  peaking  at  around  400
intersections per km2. Beyond this peak, driving declines,
likely  due  to  congestion  and  complexity  in  very  high-
density  areas.  The  entropy  index,  measuring  mixed  land
use,  shows that  as  it  increases  from 0.25 to  0.5,  driving
distances rise gradually. Beyond an entropy index of 0.5,
driving  distances  increase  sharply  and  plateau  at  an
entropy index of 1.0, indicating higher land use diversity
correlates with greater driving distances.

Regarding  bus  stop  count,  driving  distances  initially
decline with a low number of bus stops, then rise as the
count  reaches  around  30.  However,  beyond  40-70  bus
stops,  driving  distances  sharply  decline,  indicating
numerous  bus  stops  can  create  congestion  or  enhance
public  transport  accessibility,  reducing  the  need  for
driving. Finally, examining the distance to the CBD, there
is a sharp peak in driving around 10,000 meters from the
CBD,  indicating  high  reliance  on  cars  in  suburban  or
exurban areas with limited public transportation. Closer to
the urban core (within 20,000 meters), the propensity for
driving drops significantly. These non-linear relationships
highlight  the  need  to  consider  spatial  variations  and
proximity  to  urban  centers  in  transportation  policy  and
urban  development  strategies.  The  observed  patterns
underscore  the  importance  of  the  built  environment  in
shaping driving decisions, aligning with the perspectives
of  scholars  who  emphasize  the  role  of  urban  form  and
infrastructure  in  influencing  travel  behavior  (Ewing  &
Cervero, 2001; Gim, 2013) while also acknowledging the
interplay with demographic and individual characteristics
(X. Cao & Fan, 2012; Stead, 2001).

CONCLUSION
This  study  provides  a  comprehensive  analysis  of  the

impact of built environment factors on travel behavior in
the  rapidly  urbanizing  context  of  Mumbai,  India.  By
employing Gradient Boosting Decision Trees (GBDT), we
capture  the  complex,  non-linear  dynamics  between  the
built  environment  and  driving  distances.  The  findings
reveal  that  built  environment  factors,  particularly  trip
time,  distance  to  commercial  areas,  and  intersection
density, significantly influence travel behavior, with socio-
demographic factors having a comparatively lesser impact.
These  insights  challenge  the  traditional  view  that
demographic  factors  are  the  primary  determinants  of
travel  behavior  and  highlight  the  importance  of  urban
form  in  shaping  mobility  patterns.

This  research  also  identifies  critical  thresholds  and
effective  ranges  for  built  environment  parameters
significantly  impacting  driving  distances.  For  instance,
driving  distances  increase  sharply  with  higher  block

density but stabilize beyond a certain point, indicating the
influence  of  congestion  and  mixed  land  use.  Similarly,
proximity to bus stops and commercial areas significantly
reduces driving distances, emphasizing the importance of
accessible  public  transportation  and  amenities  in
promoting sustainable travel behavior. In response to the
comment regarding the focus on driving travel distances,
we  also  recognize  the  importance  of  analyzing  active
travel  modes  and  public  transport.  While  this  study
primarily  focuses  on  driving,  it  lays  the  foundation  for
future  research  to  explore  how  the  built  environment
influences  other  modes  of  travel,  particularly  in  the
context  of  promoting  sustainable  mobility  solutions  in
developing  countries.

Our  results  have  important  implications  for  urban
planning and transportation policies in developing regions.
Policymakers  should  consider  these  non-linear  relation-
ships and thresholds when designing urban environments
to encourage sustainable mobility. By optimizing factors,
such as density, accessibility, and connectivity, cities can
reduce  reliance  on  private  vehicles  and  promote  active
travel and public transport use. However, it is important
to acknowledge that the findings are specific to Mumbai
and  may  not  be  directly  applicable  to  other  cities  with
different urban dynamics. Future research should extend
this  analysis  to  other  rapidly  urbanizing  cities  in
developing countries to validate and refine the conclusions
drawn  here.  In  conclusion,  this  study  contributes  to  the
growing body of  literature on the built  environment  and
travel  behavior,  particularly  in  the  context  of  rapidly
developing regions. The insights gained from this research
can inform data-driven urban planning and transportation
policies  that  promote  sustainable  mobility  solutions
tailored  to  the  unique  challenges  of  cities  like  Mumbai.

POLICY IMPLICATIONS AND LIMITATIONS
The  results  of  this  study  suggest  important  policy

recommendations for urban planning and transportation in
rapidly  urbanizing  developing  countries  like  India.  To
reduce  dependence  on  private  vehicles,  policies  should
focus  on  improving  accessibility  and  connectivity  by
expanding  comprehensive  public  transport  systems  and
enhancing last-mile solutions, such as feeder buses, bike-
sharing  schemes,  and  pedestrian  infrastructure  [6,  75].
Promoting mixed-use development within urban areas can
encourage  the  use  of  public  transportation  and  active
travel modes, as it reduces travel distances and supports
more sustainable travel behaviors [15, 63] Urban density
should be carefully managed to ensure it decreases travel
distances without leading to congestion and a decrease in
quality of life [29]. There is a crucial need for investment
in active travel infrastructure, such as walking and cycling
pathways,  to  promote  healthier  and  more  sustainable
travel options [4].  Tailoring urban planning strategies to
different  travel  purposes,  such  as  enhancing  public
transport  facilities  for  daily  commutes  and  developing
recreational trails for leisure activities, is essential (Ding,
Cao,  &  Wang,  2018).  Employing  advanced  analytical
techniques,  including  machine  learning,  in  data-driven
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urban  planning  can  provide  detailed  insights  into  travel
behavior and support the design of effective interventions
[7].  Policy  measures  should  also  encourage  sustainable
transportation  modes  over  private  car  usage  through
initiatives like congestion pricing and incentives for public
transport use [28].

Nevertheless,  this  study  is  constrained  by  the  use  of
existing  datasets,  which  may  have  limitations  regarding
sample size, representativeness, and data quality, under-
lining the need for robust data to accurately capture the
dynamics  of  travel  behavior  [76].  The  reliance  on  self-
reported data could introduce biases [77]. Moreover, our
findings  may  be  specific  to  the  context  of  the  study,
echoing  concerns  from  previous  research  about  the
challenges of applying models developed in one context to
another,  particularly  from  developed  to  developing
countries  [78].  Additionally,  the  study  aggregates  travel
behavior by mode and does not explore variations within
these categories.

RECOMMENDATIONS FOR FUTURE RESEARCH
Future  research  should  aim  to  overcome  these

limitations  by  carrying  out  longitudinal  studies  that
monitor  changes in  active travel  behavior  over  time and
evaluate the effects of specific interventions, as suggested
for  establishing  causal  links  [79].  Employing  qualitative
methods,  such  as  interviews  or  focus  groups,  can  yield
deeper insights into the incentives and obstacles to active
travel  among  various  demographic  groups  [77].
Additionally, it is essential to explore the effectiveness of
targeted  interventions  in  the  built  environment,  such  as
infrastructure upgrades and zoning policies,  in  reducing
dependence on motorized transportation to better inform
policy decisions [80].

AUTHORS’ CONTRIBUTIONS
A.S.: The study concept and design were contributed;

V. P.: Validation was provided.

LIST OF ABBREVIATIONS

GBDT = Gradient Boosting Decision Trees
MMR = Mumbai Metropolitan Region
VMT = Vehicle miles traveled
VHT = Vehicle hours traveled
BE = Built environment
CBD = Central Business District

CONSENT FOR PUBLICATION
Not applicable.

AVAILABILITY OF DATA AND MATERIALS
The  data  and  supportive  information  are  available

within  the  article.

FUNDING
None.

CONFLICT OF INTEREST
The authors declare no conflict of interest, financial or

otherwise.

ACKNOWLEDGEMENTS
Declared none.

REFERENCES
X.  Cao,  and  W.  Yang,  "Examining  the  effects  of  the  built[1]
environment and residential self-selection on commuting trips and
the  related  CO  2  emissions:  An  empirical  study  in  Guangzhou,
China", Transp. Res. Part D Transp. Environ., vol. 52, pp. 480-494,
2017.
[http://dx.doi.org/10.1016/j.trd.2017.02.003]
D.  Salon,  "Heterogeneity  in  the  relationship  between  the  built[2]
environment and driving: Focus on neighborhood type and travel
purpose", Res. Transp. Econ., vol. 52, pp. 34-45, 2015.
[http://dx.doi.org/10.1016/j.retrec.2015.10.008]
R.  Ewing,  and  R.  Cervero,  "Does  Compact  Development  Make[3]
People Drive Less? The Answer Is Yes", J. Am. Plann. Assoc., vol.
83, no. 1, pp. 19-25, 2017.
[http://dx.doi.org/10.1080/01944363.2016.1245112]
L. Guo, S. Yang, Y. Peng, and M. Yuan, "Examining the nonlinear[4]
effects of residential and workplace-built environments on active
travel in short-distance: A random forest approach", Int J Environ
Res Public Health, vol. 20, no. 3, p. 1969, 2023.
[http://dx.doi.org/10.3390/ijerph20031969]
X. Wang, C. Shao, C. Yin, and C. Dong, "Exploring the effects of[5]
the  built  environment  on  commuting  mode  choice  in
neighborhoods near public transit stations: evidence from China",
Transportation  Planning  and  Technology,  vol.  44,  no.  111,
-1272020.
[http://dx.doi.org/10.1080/03081060.2020.1851453]
L. Cheng, X. Chen, J. De Vos, X. Lai, and F. Witlox, "Applying a[6]
random  forest  method  approach  to  model  travel  mode  choice
behavior", Travel Behav. Soc., vol. 14, pp. 1-10, 2019.
[http://dx.doi.org/10.1016/j.tbs.2018.09.002]
T.  Tao,  X.  Wu,  J.  Cao,  Y.  Fan,  K.  Das,  and  A.  Ramaswami,[7]
"Exploring  the  Nonlinear  Relationship  between  the  Built
Environment and Active Travel in the Twin Cities", J. Plann. Educ.
Res., 2020.
[http://dx.doi.org/10.1177/0739456X20915765/ASSET/IMAGES/LA
RGE/10.1177_0739456X20915765-FIG10.JPEG]
C.  Ding,  X.  Cao,  and  Y.  Wang,  "Synergistic  effects  of  the  built[8]
environment  and  commuting  programs  on  commute  mode
choice", Transp. Res. Part A Policy Pract., vol. 118, pp. 104-118,
2018.
[http://dx.doi.org/10.1016/j.tra.2018.08.041]
J.  Li,  K.  Lo,  P.  Zhang, and M. Guo, "Consumer travel  behaviors[9]
and  transport  carbon  emissions:  A  comparative  study  of
commercial centers in Shenyang, China", Energies, vol. 9, p. 765,
2016.
[http://dx.doi.org/10.3390/en9100765]
M. Sanchez, A. Ambros, M. Salmon, S. Bhogadi, R.T. Wilson, S.[10]
Kinra, J.D. Marshall, and C. Tonne, "Predictors of Daily Mobility of
Adults  in  Peri-Urban  South  India",  Int  J  Environ  Res  Public
Health.,  vol.  14,  no.  7,  p.  783,  2017.
[http://dx.doi.org/10.3390/ijerph14070783]
M. Haybatollahi,  M. Czepkiewicz,  T.  Laatikainen, and M. Kyttä,[11]
"Neighbourhood preferences,  active  travel  behaviour,  and built
environment: An exploratory study", Transp. Res., Part F Traffic
Psychol. Behav., vol. 29, pp. 57-69, 2015.
[http://dx.doi.org/10.1016/j.trf.2015.01.001]
T.  Lin,  D.  Wang,  and  X.  Guan,  "The  built  environment,  travel[12]
attitude,  and  travel  behavior:  Residential  self-selection  or
residential  determination?",  J.  Transp.  Geogr.,  vol.  65,  pp.
111-122,  2017.

http://dx.doi.org/10.1016/j.trd.2017.02.003
http://dx.doi.org/10.1016/j.retrec.2015.10.008
http://dx.doi.org/10.1080/01944363.2016.1245112
http://dx.doi.org/10.3390/ijerph20031969
http://dx.doi.org/10.1080/03081060.2020.1851453
http://dx.doi.org/10.1016/j.tbs.2018.09.002
http://dx.doi.org/10.1177/0739456X20915765/ASSET/IMAGES/LARGE/10.1177_0739456X20915765-FIG10.JPEG
http://dx.doi.org/10.1177/0739456X20915765/ASSET/IMAGES/LARGE/10.1177_0739456X20915765-FIG10.JPEG
http://dx.doi.org/10.1016/j.tra.2018.08.041
http://dx.doi.org/10.3390/en9100765
http://dx.doi.org/10.3390/ijerph14070783
http://dx.doi.org/10.1016/j.trf.2015.01.001


18   The Open Transportation Journal, 2024, Vol. 18 Shkera and Patankar

[http://dx.doi.org/10.1016/j.jtrangeo.2017.10.004]
L.  Yang,  Q.  Shen,  and  Z.  Li,  "Comparing  travel  mode  and  trip[13]
chain choices between holidays and weekdays", Transp. Res. Part
A Policy Pract., vol. 91, pp. 273-285, 2016.
[http://dx.doi.org/10.1016/j.tra.2016.07.001]
S.L. Handy, M.G. Boarnet, R. Ewing, and R.E. Killingsworth, "How[14]
the built environment affects physical activity", Am. J. Prev. Med.,
vol. 23, no. 2, suppl. Suppl., pp. 64-73, 2002.
[http://dx.doi.org/10.1016/S0749-3797(02)00475-0]  [PMID:
12133739]
C. Boulange, L. Gunn, B. Giles-Corti, S. Mavoa, C. Pettit, and H.[15]
Badland,  "Examining  associations  between  urban  design
attributes and transport mode choice for walking, cycling, public
transport and private motor vehicle trips", J. Transp. Health, vol.
6, pp. 155-166, 2017.
[http://dx.doi.org/10.1016/j.jth.2017.07.007]
P.C.  Bueno,  J.  Gomez,  J.R.  Peters,  and  J.M.  Vassallo,[16]
"Understanding the effects of transit benefits on employees’ travel
behavior:  Evidence  from  the  New  York-New  Jersey  region",
Transp.  Res.  Part  A  Policy  Pract.,  vol.  99,  pp.  1-13,  2017.
[http://dx.doi.org/10.1016/j.tra.2017.02.009]
M. Kärmeniemi, T. Lankila, T. Ikäheimo, H. Koivumaa-Honkanen,[17]
and R. Korpelainen, "The Built Environment as a Determinant of
Physical  Activity:  A  Systematic  Review  of  Longitudinal  Studies
and Natural Experiments", Ann. Behav. Med., vol. 52, no. 3, pp.
239-251, 2018.
[http://dx.doi.org/10.1093/abm/kax043] [PMID: 29538664]
R. Ewing, and R. Cervero, "Travel and the built environment", J.[18]
Am. Plann. Assoc., vol. 76, no. 3, pp. 265-294, 2010.
[http://dx.doi.org/10.1080/01944361003766766]
M.R.  Stevens,  "Does  Compact  Development  Make  People  Drive[19]
Less?", J. Am. Plann. Assoc., vol. 83, no. 1, pp. 7-18, 2016.
[http://dx.doi.org/10.1080/01944363.2016.1240044]
S.  Handy,  "Thoughts  on  the  Meaning  of  Mark  Stevens’s  Meta-[20]
Analysis", J. Am. Plann. Assoc., vol. 83, no. 1, pp. 26-28, 2017.
[http://dx.doi.org/10.1080/01944363.2016.1246379]
S.L.  Handy,  "Understanding  the  link  between  urban  form  and[21]
nonwork travel behavior", J. Plann. Educ. Res., vol. 15, no. 3, pp.
183-198, 1996.
[http://dx.doi.org/10.1177/0739456X9601500303]
R. Ewing, and R. Cervero, "Travel and the Built Environment: A[22]
Synthesis", Transportation Research Record, vol. 1780, no. 1, pp.
87-113, 2001.
[http://dx.doi.org/10.3141/1780-10]
T.H.T.  Gim,  "The relationships  between land use measures  and[23]
travel  behavior:  a  meta-analytic  approach",  Transp.  Plann.
Technol.,  vol.  36,  no.  5,  pp.  413-434,  2013.
[http://dx.doi.org/10.1080/03081060.2013.818272]
D.  Stead,  "The  Relationships  between  Urban  Form  and  Travel[24]
Patterns.  An  International  Review  and  Evaluation",  European
Journal  of  Transport  and Infrastructure Research,  vol.  1,  no.  2,
2001.
X. Cao, and Y. Fan, "Exploring the Influences of Density on Travel[25]
Behavior  Using  Propensity  Score  Matching",  Environment  and
Planning  B:  Planning  and  Design,  vol.  39,  no.  3,  pp.  459-470,
2012.
[http://dx.doi.org/10.1068/b36168]
L.  Cheng,  X.  Chen,  S.  Yang,  Z.  Cao,  J.  De  Vos,  and  F.  Witlox,[26]
"Active  travel  for  active  ageing  in  China:  The  role  of  built
environment",  J.  Transp.  Geogr.,  vol.  76,  pp.  142-152,  2019.
[http://dx.doi.org/10.1016/j.jtrangeo.2019.03.010]
C.  Raux,  A.  Lamatkhanova,  and  L.  Grassot,  "Does  the  built[27]
environment shape switching? The case of Lyon (France)Does the
built environment shape home-work commutes? The case of Lyon:
Influye el  ambiente construido en las  dynamics of  change? The
case of Lyon", Cybergeo, 2021.
[http://dx.doi.org/10.4000/cybergeo.36629]
C. De Gruyter, T. Saghapour, L. Ma, and J. Dodson, "How does the[28]
built environment affect transit use by train, tram and bus?", J.
Transp. Land Use, vol. 13, no. 1, pp. 625-650, 2020.

[http://dx.doi.org/10.5198/jtlu.2020.1739]
J.  Cao,  T.  Jin,  T.  Shou,  L.  Cheng,  Z.  Liu,  and  F.  Witlox,[29]
"Investigating  the  Nonlinear  Relationship  Between  Car
Dependency and the Built Environment", Urban Plan., vol. 8, no.
3, pp. 41-55, 2023.
[http://dx.doi.org/10.17645/up.v8i3.6293]
R.A.  Acheampong,  "Spatial  structure,  intra-urban  commuting[30]
patterns and travel mode choice: Analyses of relationships in the
Kumasi Metropolis, Ghana", Cities, vol. 96, p. 102432, 2020.
[http://dx.doi.org/10.1016/j.cities.2019.102432]
A.  Adkins,  C.  Makarewicz,  M. Scanze,  M. Ingram, and G.  Luhr,[31]
"Contextualizing  Walkability:  Do  Relationships  Between  Built
Environments and Walking Vary by Socioeconomic Context?", J.
Am. Plann. Assoc., vol. 83, no. 3, pp. 296-314, 2017.
[http://dx.doi.org/10.1080/01944363.2017.1322527]  [PMID:
31762526]
C. Ding, D. Wang, C. Liu, Y. Zhang, and J. Yang, "Exploring the[32]
influence of built environment on travel mode choice considering
the  mediating  effects  of  car  ownership  and  travel  distance",
Transp. Res. Part A Policy Pract., vol. 100, pp. 65-80, 2017.
[http://dx.doi.org/10.1016/j.tra.2017.04.008]
R. Etminani-Ghasrodashti, and M. Ardeshiri, "The impacts of built[33]
environment  on  home-based  work  and  non-work  trips:  An
empirical study from Iran", Transp. Res. Part A Policy Pract., vol.
85, pp. 196-207, 2016.
[http://dx.doi.org/10.1016/j.tra.2016.01.013]
J.H.  Friedman,  "Greedy  function  approximation:  A  gradient[34]
boosting machine", Ann. Stat., vol. 29, no. 5, pp. 1189-1232, 2001.
[http://dx.doi.org/10.1214/aos/1013203451]
J.  Elith,  J.R.  Leathwick,  and  T.  Hastie,  "A  working  guide  to[35]
boosted  regression  trees",  J.  Anim.  Ecol.,  vol.  77,  no.  4,  pp.
802-813, 2008.
[http://dx.doi.org/10.1111/j.1365-2656.2008.01390.x]  [PMID:
18397250]
C.  Ding,  X.  Wu,  G.  Yu,  and Y.  Wang,  "A gradient  boosting logit[36]
model  to  investigate  driver’s  stop-or-run  behavior  at  signalized
intersections using high-resolution traffic data", Transp. Res., Part
C Emerg. Technol., vol. 72, pp. 225-238, 2016.
[http://dx.doi.org/10.1016/j.trc.2016.09.016]
Y.  Zhang,  and  A.  Haghani,  "A  gradient  boosting  method  to[37]
improve  travel  time  prediction",  Transp.  Res.,  Part  C  Emerg.
Technol., vol. 58, pp. 308-324, 2015.
[http://dx.doi.org/10.1016/j.trc.2015.02.019]
X.  Ma,  C.  Ding,  S.  Luan,  Y.  Wang,  and  Y.  Wang,  "Prioritizing[38]
Influential  Factors  for  Freeway  Incident  Clearance  Time
Prediction Using the Gradient Boosting Decision Trees Method",
IEEE Trans.  Intell.  Transp.  Syst.,  vol.  18,  no.  9,  pp.  2303-2310,
2017.
[http://dx.doi.org/10.1109/TITS.2016.2635719]
J.H. Friedman, "Stochastic gradient boosting", Comput. Stat. Data[39]
Anal., vol. 38, no. 4, pp. 367-378, 2002.
[http://dx.doi.org/10.1016/S0167-9473(01)00065-2]
L.  Yang,  Y.  Liang,  Q.  Zhu,  and  X.  Chu,  "Machine  learning  for[40]
inference:  using  gradient  boosting  decision  tree  to  assess  non-
linear effects of bus rapid transit on house prices", Ann. GIS, vol.
27, no. 3, pp. 273-284, 2021.
[http://dx.doi.org/10.1080/19475683.2021.1906746]
W. Zhang, and Y. Zhao, "Nonlinear effect of accessibility on car[41]
ownership in  Beijing:  Pedestrian-scale  neighborhood planning",
Transp Res D Transp Environ, vol. 86, p. 102445, 2020.
[http://dx.doi.org/10.1016/j.trd.2020.102445]
L. Grinsztajn, E. Oyallon, and G. Varoquaux, "Why do tree-based[42]
models still outperform deep learning on typical tabular data?",
Adv. Neural Inf. Process. Syst., vol. 35, pp. 507-520, 2022.
T.M.  Therneau,  and  E.J.  Atkinson  Mayo,  "An  Introduction  to[43]
Recursive  Partitioning  Using  the  RPART  Routines",  Available
from:
http://stat.ethz.ch/R-manual/R-patched/library/rpart/doc/longintro.
pdf
Y.  Xu,  X.  Yan,  X.  Liu,  and  X.  Zhao,  "Identifying  key  factors[44]

http://dx.doi.org/10.1016/j.jtrangeo.2017.10.004
http://dx.doi.org/10.1016/j.tra.2016.07.001
http://dx.doi.org/10.1016/S0749-3797(02)00475-0
http://www.ncbi.nlm.nih.gov/pubmed/12133739
http://dx.doi.org/10.1016/j.jth.2017.07.007
http://dx.doi.org/10.1016/j.tra.2017.02.009
http://dx.doi.org/10.1093/abm/kax043
http://www.ncbi.nlm.nih.gov/pubmed/29538664
http://dx.doi.org/10.1080/01944361003766766
http://dx.doi.org/10.1080/01944363.2016.1240044
http://dx.doi.org/10.1080/01944363.2016.1246379
http://dx.doi.org/10.1177/0739456X9601500303
http://dx.doi.org/10.3141/1780-10
http://dx.doi.org/10.1080/03081060.2013.818272
http://dx.doi.org/10.1068/b36168
http://dx.doi.org/10.1016/j.jtrangeo.2019.03.010
http://dx.doi.org/10.4000/cybergeo.36629
http://dx.doi.org/10.5198/jtlu.2020.1739
http://dx.doi.org/10.17645/up.v8i3.6293
http://dx.doi.org/10.1016/j.cities.2019.102432
http://dx.doi.org/10.1080/01944363.2017.1322527
http://www.ncbi.nlm.nih.gov/pubmed/31762526
http://dx.doi.org/10.1016/j.tra.2017.04.008
http://dx.doi.org/10.1016/j.tra.2016.01.013
http://dx.doi.org/10.1214/aos/1013203451
http://dx.doi.org/10.1111/j.1365-2656.2008.01390.x
http://www.ncbi.nlm.nih.gov/pubmed/18397250
http://dx.doi.org/10.1016/j.trc.2016.09.016
http://dx.doi.org/10.1016/j.trc.2015.02.019
http://dx.doi.org/10.1109/TITS.2016.2635719
http://dx.doi.org/10.1016/S0167-9473(01)00065-2
http://dx.doi.org/10.1080/19475683.2021.1906746
http://dx.doi.org/10.1016/j.trd.2020.102445
http://stat.ethz.ch/R-manual/R-patched/library/rpart/doc/longintro.pdf
http://stat.ethz.ch/R-manual/R-patched/library/rpart/doc/longintro.pdf


Non-linear Influences of Urban Layout on Driving Travel Distance 19

associated  with  ridesplitting  adoption  rate  and  modeling  their
nonlinear  relationships",  Transp.  Res.  Part  A  Policy  Pract.,  vol.
144, pp. 170-188, 2021.
[http://dx.doi.org/10.1016/j.tra.2020.12.005]
B. Ozbilen, G. Akar, K. White, H. Dabelko-Schoeny, and Q. Cao,[45]
"Analysing  the  travel  behaviour  of  older  adults:  what  are  the
determinants  of  sustainable  mobility?",  Ageing  Soc.,  pp.  1-29,
2022.
[http://dx.doi.org/10.1017/S0144686X22001180]
B.M.  Greenwell,  B.C.  Boehmke,  J.  Cunningham,  and  G.[46]
Developers, "Developers, Generalized Boosted Regression Models
[R package gbm version 2.1.8]",
J. Yang, J. Cao, and Y. Zhou, "Elaborating non-linear associations[47]
and synergies of subway access and land uses with urban vitality
in  Shenzhen",  Transp.  Res.  Part  A  Policy  Pract.,  vol.  144,  pp.
74-88, 2021.
[http://dx.doi.org/10.1016/j.tra.2020.11.014]
L. Guelman, "Gradient boosting trees for auto insurance loss cost[48]
modeling and prediction", Expert Syst. Appl., vol. 39, no. 3, pp.
3659-3667, 2012.
[http://dx.doi.org/10.1016/j.eswa.2011.09.058]
L.  Breiman,  J.H.  Friedman,  R.A.  Olshen,  and  C.J.  Stone,[49]
Classification  and  regression  trees.,  Chapman  and  Hall/CRC,
2017,  pp.  1-358.
[http://dx.doi.org/10.1201/9781315139470]
S. Subbarao, "Activity-Based Travel Demand Analysis for a Mega[50]
City in a Developing Country",
P.  van  den  Berg,  T.  Arentze,  and  H.  Timmermans,  "Estimating[51]
social  travel  demand  of  senior  citizens  in  the  Netherlands",  J.
Transp. Geogr., vol. 19, no. 2, pp. 323-331, 2011.
[http://dx.doi.org/10.1016/j.jtrangeo.2010.03.018]
D. Mifsud, M. Attard, and S. Ison, "To drive or to use the bus? An[52]
exploratory study of older people in Malta", J. Transp. Geogr., vol.
64, pp. 23-32, 2017.
[http://dx.doi.org/10.1016/j.jtrangeo.2017.08.002]
J.  Feng,  M.  Dijst,  B.  Wissink,  and  J.  Prillwitz,  "The  impacts  of[53]
household structure on the travel behaviour of seniors and young
parents in China", J. Transp. Geogr., vol. 30, pp. 117-126, 2013.
[http://dx.doi.org/10.1016/j.jtrangeo.2013.03.008]
L.  Böcker,  P.  van  Amen,  and  M.  Helbich,  "Elderly  travel[54]
frequencies  and  transport  mode  choices  in  Greater  Rotterdam,
the  Netherlands",  Transportation,  vol.  44,  no.  4,  pp.  831-852,
2017.
[http://dx.doi.org/10.1007/s11116-016-9680-z]
R.  Cervero,  and  K.  Kockelman,  "Travel  demand  and  the  3Ds:[55]
Density,  diversity,  and  design",  Transp.  Res.  Part  D  Transp.
Environ.,  vol.  2,  no.  3,  pp.  199-219,  1997.
[http://dx.doi.org/10.1016/S1361-9209(97)00009-6]
"OpenStreetMap",  Available  from:[56]
https://www.openstreetmap.org/#map=14/19.1444/72.8503&laye
rs=CNDG
T.  Munshi,  M.  Zuidgeest,  M.  Brussel,  and  M.  van  Maarseveen,[57]
"Logistic  regression  and  cellular  automata-based  modelling  of
retail,  commercial  and  residential  development  in  the  city  of
Ahmedabad, India", Cities, vol. 39, pp. 68-86, 2014.
[http://dx.doi.org/10.1016/j.cities.2014.02.007]
A. Boarnet, M.G. Nesamani, K. Smith, and C. Scott, "Comparing[58]
the influence of land use on nonwork trip generation and vehicle
distance traveled: An analysis using travel diary data", UCI, 2003.
Available from: https://escholarship.org/uc/item/50v4j7nb
C. Vance, and R. Hedel, "The impact of urban form on automobile[59]
travel: disentangling causation from correlation", Transportation,
vol. 34, no. 5, pp. 575-588, 2007.
[http://dx.doi.org/10.1007/s11116-007-9128-6]
J.R.  Kuzmyak,  C.  Baber,  and  D.  Savory,  "Use  of  Walk[60]
Opportunities  Index  to  Quantify  Local  Accessibility",
Transportation Research Record,  vol.  1977,  no.  1,  pp.  145-153,
2006.
[http://dx.doi.org/10.1177/0361198106197700117]
A.J. Khattak, and D. Rodriguez, "Travel behavior in neo-traditional[61]

neighborhood developments: A case study in USA", Transp. Res.
Part A Policy Pract., vol. 39, no. 6, pp. 481-500, 2005.
[http://dx.doi.org/10.1016/j.tra.2005.02.009]
L.  Breiman,  J.H.  Friedman,  R.A.  Olshen,  and  C.J.  Stone,[62]
Classification  and  regression  trees.,  Chapman  and  Hall/CRC,
2017,  pp.  1-358.
[http://dx.doi.org/10.1201/9781315139470]
J. Kerr, J.A. Emond, H. Badland, R. Reis, O. Sarmiento, J. Carlson,[63]
J.F.  Sallis,  E.  Cerin,  K.  Cain,  T.  Conway,  G.  Schofield,  D.J.
Macfarlane,  L.B.  Christiansen,  D.  Van  Dyck,  R.  Davey,  I.
Aguinaga-Ontoso, D. Salvo, T. Sugiyama, N. Owen, J. Mitáš, and L.
Natarajan,  "Perceived  neighborhood  environmental  attributes
associated  with  walking  and  cycling  for  transport  among  adult
residents of 17 cities in 12 countries: The IPEN study", Environ.
Health Perspect., vol. 124, no. 3, pp. 290-298, 2016.
[http://dx.doi.org/10.1289/ehp.1409466] [PMID: 26186801]
M. Khan, K.M. Kockelman, and X. Xiong, "Models for anticipating[64]
non-motorized  travel  choices,  and  the  role  of  the  built
environment", Transp Policy (Oxf), vol. 35, pp. 117-126, 2014.
[http://dx.doi.org/10.1016/j.tranpol.2014.05.008]
P.L.  Mokhtarian,  and  C.  Chen,  "TTB  or  not  TTB,  that  is  the[65]
question:  a  review  and  analysis  of  the  empirical  literature  on
travel  time  (and  money)  budgets",  Transp.  Res.  Part  A  Policy
Pract., vol. 38, no. 9-10, pp. 643-675, 2004.
[http://dx.doi.org/10.1016/j.tra.2003.12.004]
D. Stead, "Relationships between land use, socioeconomic factors,[66]
and travel patterns in Britain", Environ. Plann. B Plann. Des., vol.
28, no. 4, pp. 499-528, 2001.
[http://dx.doi.org/10.1068/b2677]
P.  Næss,  "Accessibility,  activity  participation  and  location  of[67]
activities:  Exploring  the  links  between  residential  location  and
travel  behaviour",  Urban  Studies,  vol.  43,  no.  3,  pp.  627-652,
2006.
[http://dx.doi.org/10.1080/00420980500534677]
P. Næss, "Residential location, transport rationales and daily-life[68]
travel  behaviour:  The  case  of  Hangzhou  Metropolitan  Area,
China",  Prog.  Plann.,  vol.  79,  pp.  1-50,  2013.
[http://dx.doi.org/10.1016/j.progress.2012.05.001]
P. Naess, X.J. Cao, and A. Strand, "Which D’s are the important[69]
ones?  The  effects  of  regional  location  and  density  on  driving
distance in Oslo and Stavanger", J. Transp. Land Use, vol. 10, no.
1, 2017.
[http://dx.doi.org/10.5198/jtlu.2017.1183]
Y.S. Chung, "Factor complexity of crash occurrence: An empirical[70]
demonstration using boosted regression trees", Accid. Anal. Prev.,
vol. 61, pp. 107-118, 2013.
[http://dx.doi.org/10.1016/j.aap.2012.08.015] [PMID: 22975365]
T.  Hastie,  R.  Tibshirani,  J.  Friedman,  and  J.  Friedman,  The[71]
Elements  of  Statistical  Learning.  Data  Mining,  Inference,  and
Prediction, Springer: New York, 2009.
D.  Saha,  P.  Alluri,  and  A.  Gan,  "Prioritizing  Highway  Safety[72]
Manual’s  crash  prediction  variables  using  boosted  regression
trees", Accid. Anal. Prev., vol. 79, pp. 133-144, 2015.
[http://dx.doi.org/10.1016/j.aap.2015.03.011] [PMID: 25823903]
C. Holz-Rau, J. Scheiner, and K. Sicks, "Travel distances in daily[73]
travel  and  long-distance  travel:  What  role  is  played  by  urban
form?", Environment and Planning A: Economy and Space, vol. 46,
no. 2, pp. 488-507, 2014.
[http://dx.doi.org/10.1068/a4640]
"Driving  and  the  Built  Environment:  The  Effects  of  Compact[74]
Development  on  Motorized  Travel,  Energy  Use,  and  CO2
Emissions-Special  Report",  Available  from:  https://books.google
.com/books?hl=en&lr=&id=cAafAwAAQBAJ&oi=fnd&pg=PT19&o
ts=tdKWMsB7BF&sig=d7BIVCMgUhtwls9TnHF3I4fFJL0
C.  Ding,  X.  Cao,  and  C.  Liu,  "How  does  the  station-area  built[75]
environment  influence  Metrorail  ridership?  Using  gradient
boosting  decision  trees  to  identify  non-linear  thresholds",  J.
Transp.  Geogr.,  vol.  77,  pp.  70-78,  2019.
[http://dx.doi.org/10.1016/j.jtrangeo.2019.04.011]
J.  Hong,  Q.  Shen,  and  L.  Zhang,  "How  do  built-environment[76]

http://dx.doi.org/10.1016/j.tra.2020.12.005
http://dx.doi.org/10.1017/S0144686X22001180
http://dx.doi.org/10.1016/j.tra.2020.11.014
http://dx.doi.org/10.1016/j.eswa.2011.09.058
http://dx.doi.org/10.1201/9781315139470
http://dx.doi.org/10.1016/j.jtrangeo.2010.03.018
http://dx.doi.org/10.1016/j.jtrangeo.2017.08.002
http://dx.doi.org/10.1016/j.jtrangeo.2013.03.008
http://dx.doi.org/10.1007/s11116-016-9680-z
http://dx.doi.org/10.1016/S1361-9209(97)00009-6
https://www.openstreetmap.org/#map=14/19.1444/72.8503&layers=CNDG
https://www.openstreetmap.org/#map=14/19.1444/72.8503&layers=CNDG
http://dx.doi.org/10.1016/j.cities.2014.02.007
https://escholarship.org/uc/item/50v4j7nb
http://dx.doi.org/10.1007/s11116-007-9128-6
http://dx.doi.org/10.1177/0361198106197700117
http://dx.doi.org/10.1016/j.tra.2005.02.009
http://dx.doi.org/10.1201/9781315139470
http://dx.doi.org/10.1289/ehp.1409466
http://www.ncbi.nlm.nih.gov/pubmed/26186801
http://dx.doi.org/10.1016/j.tranpol.2014.05.008
http://dx.doi.org/10.1016/j.tra.2003.12.004
http://dx.doi.org/10.1068/b2677
http://dx.doi.org/10.1080/00420980500534677
http://dx.doi.org/10.1016/j.progress.2012.05.001
http://dx.doi.org/10.5198/jtlu.2017.1183
http://dx.doi.org/10.1016/j.aap.2012.08.015
http://www.ncbi.nlm.nih.gov/pubmed/22975365
http://dx.doi.org/10.1016/j.aap.2015.03.011
http://www.ncbi.nlm.nih.gov/pubmed/25823903
http://dx.doi.org/10.1068/a4640
https://books.google.com/books?hl=en&lr=&id=cAafAwAAQBAJ&oi=fnd&pg=PT19&ots=tdKWMsB7BF&sig=d7BIVCMgUhtwls9TnHF3I4fFJL0
https://books.google.com/books?hl=en&lr=&id=cAafAwAAQBAJ&oi=fnd&pg=PT19&ots=tdKWMsB7BF&sig=d7BIVCMgUhtwls9TnHF3I4fFJL0
https://books.google.com/books?hl=en&lr=&id=cAafAwAAQBAJ&oi=fnd&pg=PT19&ots=tdKWMsB7BF&sig=d7BIVCMgUhtwls9TnHF3I4fFJL0
http://dx.doi.org/10.1016/j.jtrangeo.2019.04.011


20   The Open Transportation Journal, 2024, Vol. 18 Shkera and Patankar

factors  affect  travel  behavior?  A  spatial  analysis  at  different
geographic  scales",  Transportation,  vol.  41,  no.  3,  pp.  419-440,
2014.
[http://dx.doi.org/10.1007/s11116-013-9462-9]
L.E. Saunders, J.M. Green, M.P. Petticrew, R. Steinbach, and H.[77]
Roberts,  "What  are  the  health  benefits  of  active  travel?  A
systematic review of trials and cohort studies", PLoS One, vol. 8,
no. 8, p. e69912, 2013.
[http://dx.doi.org/10.1371/journal.pone.0069912]  [PMID:
23967064]
K.K.  Srinivasan,  P.V.  Lakshmi  Bhargavi,  G.  Ramadurai,  V.[78]
Muthuram,  and  S.  Srinivasan,  "Determinants  of  changes  in

mobility and travel patterns in developing countries: Case study of
Chennai, India", Transportation Research Record, vol. 2038, no. 1,
pp. 42-52, 2007.
[http://dx.doi.org/10.3141/2038-06]
B. van Wee, and S. Handy, "Key research themes on urban space,[79]
scale, and sustainable urban mobility", Int. J. Sustain. Transport.,
vol. 10, no. 1, pp. 18-24, 2016.
[http://dx.doi.org/10.1080/15568318.2013.820998]
A.C. Singh, S. Astroza, V.M. Garikapati, R.M. Pendyala, C.R. Bhat,[80]
and  P.L.  Mokhtarian,  "Quantifying  the  relative  contribution  of
factors to household vehicle miles of travel", Transp. Res. Part D
Transp. Environ., vol. 63, pp. 23-36, 2018.
[http://dx.doi.org/10.1016/j.trd.2018.04.004]

http://dx.doi.org/10.1007/s11116-013-9462-9
http://dx.doi.org/10.1371/journal.pone.0069912
http://www.ncbi.nlm.nih.gov/pubmed/23967064
http://dx.doi.org/10.3141/2038-06
http://dx.doi.org/10.1080/15568318.2013.820998
http://dx.doi.org/10.1016/j.trd.2018.04.004

	[1. INTRODUCTION]
	1. INTRODUCTION
	2. LITERATURE REVIEW
	2.1. The Built Environment and Travel Behavior: An Overview
	2.2. Machine Learning Insights into Built Environment and Travel Dynamics
	2.3. Recent Findings and Research Gap on Built Environment and Travel Bahaviour
	2.4. Key Research Questions and Objectives

	3. METHOD
	3.1. Gradient Boosting Decision Trees
	3.2. Relative Importance of Influential Factors

	4. DATA AND VARIABLES
	4.1. Built Structure Variables

	5. RESULTS AND DISCUSSION
	5.1. Relative Importance of Independent Variable
	5.2. Non-linear Effects of Key Built Environments Variables

	CONCLUSION
	POLICY IMPLICATIONS AND LIMITATIONS
	RECOMMENDATIONS FOR FUTURE RESEARCH
	AUTHORS’ CONTRIBUTIONS
	LIST OF ABBREVIATIONS
	CONSENT FOR PUBLICATION
	AVAILABILITY OF DATA AND MATERIALS
	FUNDING
	CONFLICT OF INTEREST
	ACKNOWLEDGEMENTS
	REFERENCES


